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ABSTRACT

Single-solution metaheuristics are among the earliest and most successful metaheuristics, with many variants appearing in the literature. Even among the most popular variants, there is a large degree of overlap in terms of actual behavior. Moreover, in the case of hybrids of different metaheuristics, traditional names do not actually reflect how the hybrids are composed. In this paper, we discuss a template for single-solution hybrid metaheuristics. Our template builds upon the Paradiseo-MO framework, but restricts itself to a predefined structure based on iterated local search (ILS). The flexibility is given by generalizing the components of ILS (perturbation, local search and acceptance criterion) in order to incorporate components from other metaheuristics. We give precise definitions of these components within the context of our proposed template. The template proposed is flexible enough to reproduce many classical single-solution metaheuristics and hybrids thereof, while at the same time being sufficiently concrete to generate code from a grammar description in order to support automatic design of algorithms. We give examples of three IG-VNS hybrids that can be instantiated from the proposed template.

Categories and Subject Descriptors
I.2.8 [Computing Methodologies]: Artificial Intelligence—Problem Solving, Control Methods, and Search

General Terms
Algorithms

Keysor words
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1. PROBLEM STATEMENT

Single-solution metaheuristics are those metaheuristics that consider a single solution at each step instead of a population of solutions [3]. These include classical local search algorithms, such as iterated local search (ILS) [7], simulated annealing (SA) [6], variable neighborhood search (VNS) [2], among others; and also classical evolution strategies such as (1+1)-ES and (1,1)-ES [1].

Given the large number of single-solution metaheuristics proposed in the literature, it is not surprising that very similar proposals are discussed under different names. For example, iterated greedy (IG) [10] is fundamentally equivalent to ruin-and-recreate (RR) [11] and large-neighborhood search (LNS) [9]. This duplication is problematic for two reasons: (1) it artificially divides the research concerning these algorithms leading to a lack knowledge sharing and a duplication of efforts, and (2) it makes more difficult for practitioners to understand the state-of-the-art and identify the best algorithm for their particular problem.

A related but different problem arises when well-known algorithms are slightly modified or hybridized with other metaheuristics. For instance, ILS could be augmented with the Metropolis acceptance criterion typical of SA. In such a case, depending on the point of view, it could be considered either a hybrid of ILS and SA or an SA with a large neighborhood and a local search intensification. Both views basically describe the same algorithm.

We believe that previous approaches suffer from an excessive flexibility [4, 14]. They attempt to instantiate almost any possible algorithm, which leads to a high degree of flexibility, but allows defining the same algorithm in multiple equivalent ways. Nonetheless, our proposal is not a radical departure from existing approaches, since our goal is to synthesize the accumulated knowledge about which single-solution metaheuristics, and which of their components, have been shown to work well on various problems.
In particular, we build directly on top of the Paradiso-MO C++ framework [4] by reusing many of its underlying components, although other underlying frameworks and programming languages may be used to implement the template described here.

2. SOLUTION

Our proposal sacrifices some of the flexibility of Paradiso-MO for simplicity by pre-defining an algorithmic structure based on ILS (Fig. 1). A classical ILS algorithm is composed of a perturbation, a local search, an acceptance criterion and a termination criterion. However, in our template, these components are much more general than those found in classical ILS algorithms. Moreover, the components may influence each other by updating a common state, which may represent a strength parameter in the case of perturbation, a temperature in the case of the Metropolis acceptance criterion, a history of previous solutions, a tabu list, etc.\footnote{In the case of Paradiso-MO, this state is not passed explicitly between functions as in Fig. 1, but implemented in terms of relationships between different objects.}

We define a perturbation as a stochastic move within a particular neighborhood. A perturbation is often defined in terms of a strength parameter, which may be dynamically adjusted. The neighborhood of the perturbation may also be the solutions that can be reached in a certain number of consecutive moves. In that case, the strength parameter defines the number of moves for each perturbation. The class of perturbations includes not only classical random swap moves, but also the complex destruction-reconstruction moves typical of IG (and by extension, RR and LNS). The key feature of a perturbation is that it is stochastic, that is, applying the same perturbation twice with the same strength to the same solution is likely to produce different solutions. Moreover, perturbations may react to a new solution being accepted as the current one by adjusting the strength.

An acceptance criterion is defined as a procedure that takes the current solution and a new solution and returns either one of them or a previously found one. The solution returned then becomes the current solution. Examples of acceptance criteria are: accept always the new solution, which is typical of restart mechanism; accept only if improving, which is typical of ILS and VNS, and Metropolis acceptance, which is the acceptance criterion used in the classical SA. Some of these acceptance criteria, such as the Metropolis one, have internal parameters.

A local search, in our template, is defined as any classical iterative improvement plus the ILS itself. Iterative improvement algorithms are not based on stochastic perturbations as defined above, but on a systematic search within a neighborhood. Therefore, they are not part of the algorithms that can be instantiated from our ILS template. Moreover, iterative improvement algorithms are often problem-specific in order to make use of particular speed-ups when systematically exploring a neighborhood. Since the ILS contains a local search, and the local search can be an ILS, this recursive definition allows hybridizing different types of single-solution metaheuristics within a single algorithm. The idea of defining hybrid ILS algorithms by means of a recursive definition has already been explored in the literature in the context of the traditional ILS definition [5]. More generally, the idea that a template for local search should have a recursive definition is even older [14]. Recently, the same ideas have been applied to hyperheuristics templates [12, 13].

Finally, the termination criterion is defined as a function that returns true when the main loop of ILS should stop. It can be a time limit, a number of iterations or another condition. In the case of an ILS embedded within another ILS, the termination condition of the ILS at the lower level is often a function, such as a fraction of time, of the termination condition of the upper level.

3. CONSEQUENCES

Despite being more restricted than the general framework given by Paradiso-MO [4], the above template can instantiate a large number of classical single-solution metaheuristics, including SA, ILS, IG, VNS, etc. Moreover, it can combine components of them in a flexible (but not entirely arbitrary) way. We will discuss some examples below.

One of the consequences of such a framework is to move away from describing algorithms in terms of similarities with other algorithms, which is actually a subjective view that depends on our own background, towards describing algorithms in terms of the components that they use. That is, a SA-VNS hybrid could be implemented in various ways, but an algorithm that uses a perturbation with a dynamically increasing strength and a Metropolis acceptance criterion has always the same structure in the template proposed above.

Another consequence is that, except for a few problem-specific components, generating a hybrid single-solution metaheuristic is a matter of choosing how many levels of ILS we wish to have and which components should appear at each level. This property allowed us to generate code in a procedural manner from a grammar description of the above template and to find the best instantiation using an off-the-shelf automatic algorithm configuration tool [8].

4. EXAMPLES

As an example, let us consider a hybrid IG-VNS. Such a name on its own is not very helpful, since what is exactly a hybrid IG-VNS depends on the actual components and how they are combined. In terms of our ILS template, we have at least the following three possibilities:

IG that restarts from solutions increasingly distant from the best-so-far. In this case, there is an IG algorithm that, after not improving the best-so-far solution for a while, applies a perturbation to it and restarts the IG algorithm from the perturbed solution. Every time such a restart occurs without improving the best-so-far solution, the perturbation applied is stronger. This corresponds to a two level ILS, where the perturbation of the inner ILS is of the type destruct-reconstruct, whereas the perturbation of...
the outer ILS is a partial reinitialization of the best-so-far solution with a strength that increases as long as no new best-so-far solution is found.

**IG with increasingly stronger destruction-reconstruction.** This corresponds to a single level ILS, where the perturbation is of type destruct-reconstruct, but the strength of the perturbation increases as long as no new best-so-far solution is found.

**IG with a VNS as subsidiary local search.** This corresponds to a two level ILS, where the perturbation of the outer level is of the type destruct-reconstruct and the inner level is a classical VNS algorithm.

The above examples show that complex hybrid algorithms can be described in terms of very few components based on the template proposed above.
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